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Assymptotic Adiabatic expansion
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Let us define a new time by
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The second term is a complete derivative and thus picks up only the bound-
ary terms in the action. Since the Hamiltonian action is defined so that the
variations on the boundary are zero, this term contributes a term whose vari-
ation is zero to the action– ie, it does not alter the equations of motion. Thus
we find that the Hamiltonian (with τ as the time) is
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We note that we end up with the same form of the Hamiltonian as we began
with now τ as the time and
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If 1 −
1
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d
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dτ2 << Ω2 this leads to getter approximation for the solution.

This terms could be very small if Ω varies slowly with respect to time. Ie, this
is an adiabatic approximation, if one neglects the difference between Ω̂ and 1.

One can run around this loop again with theˆvariables, and continue this
ad-infinitum. For the first few iterations, this will give a better and better
approximation to the solution. However one can show that after a number
of iterations the remaining effective Ω begins to diverge from 1, rather than
converging. Ie, this sequence of solutions is an assymptotic expansion. The
approximation scheme gets better and better for the first few steps, and then
,after a while, the approximation gets worse and worse.
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